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Ballas Pelecanos Law is a full-service business 
law firm in Athens, Greece. Tracing its origins to 
the 1930s, it maintains a determinedly forward-
looking and results-oriented mindset. Its spe-
cialised legal teams offer a wide range of expert 
legal services, including legal consultation and 
dispute resolution on a variety of matters, to its 
diverse client portfolio spanning most key busi-
ness sectors. The firm operates on the basis of 
nine practice groups, each headed by a partner 

and comprising a dedicated team of associates. 
Some of its widely recognised core strengths 
include IP, technology, media and telecommu-
nications, cybersecurity, data protection and 
privacy law. Maintaining an active interest in the 
interaction between new technologies and re-
lated rights, protection from discrimination and 
privacy, the team monitors new developments 
closely, ensuring it remains at the forefront of 
industry developments.
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The Legal Implications of Generative AI
Generative artificial intelligence (AI) stands as 
a beacon of innovation, empowering machines 
to autonomously create original content across 
various mediums, from text to images and 
beyond. Leveraging technologies such as gen-
erative adversarial networks (GANs), reinforce-
ment learning and deep neural networks, gen-
erative AI reshapes the landscape of creative 
expression and problem-solving. Its ability to 
produce diverse and high-quality content has 
found applications in fields as varied as art, 
medicine and finance, revolutionising how we 
approach complex tasks. As generative AI con-
tinues to evolve, understanding its multifaceted 
applications becomes increasingly crucial for 
researchers, developers and policymakers alike. 
From generating realistic images to crafting 
human-like dialogue, generative models exhibit 
remarkable versatility and potential. However, 
the widespread adoption of generative AI also 
prompts a nuanced examination of its legal and 
ethical implications.

In exploring the boundaries of AI creativity, ques-
tions arise regarding intellectual property rights, 
data privacy and algorithmic bias. As society 
grapples with these challenges, collaborative 
efforts are essential to ensure that generative AI 
realises its transformative potential responsibly. 
By fostering dialogue and developing compre-
hensive frameworks, we can navigate the evolving 
landscape of generative AI while upholding ethical 
principles and safeguarding individual rights.

Types of Generative AI
Exploring applications of generative AI
Generative AI constitutes a specialised branch 
within the field of artificial intelligence, leverag-
ing sophisticated machine learning methodolo-
gies such as semi-supervised or unsupervised 
learning algorithms. These applications leverage 

AI models, such as GANs and Recurrent Neu-
ral Networks (RNNs), to create content that is 
often indistinguishable from human-generated 
content. Its primary function revolves around 
the creation of digital content spanning images, 
audio, videos, code and textual material. Gen-
erative AI is used, amongst other things, for text 
generation, such as content creation or coding, 
for image generation and manipulation, creating 
art or deepfakes or image-to-image translation, 
for audio generation, such as music composi-
tion and voice synthesis, for video generation, 
for game design, and even for medical and sci-
entific research or simulation and training for 
autonomous vehicles, robots and AI systems.

This process hinges on a training regimen 
wherein algorithms are exposed to extensive 
datasets containing pairs of input and output 
examples. Through iterative learning, these 
algorithms discern intricate patterns within the 
input data, enabling them to generate outputs 
that align with the desired specifications. This 
training paradigm facilitates the development of 
AI systems capable of autonomously produc-
ing content that exhibits remarkable fidelity and 
complexity, mirroring human-generated counter-
parts in various domains.

Advances and innovations
Today’s AI systems can autonomously generate 
creative content across written, visual and audi-
tory realms with minimal human input, creating 
works virtually indistinguishable from human 
creations. For instance, advanced text-to-image 
generators such as DALL·E 2 swiftly produce 
images based on textual prompts. Trained on a 
massive dataset of over 650 million image-text 
pairs, DALL·E 2 goes beyond simple imitation, 
grasping contextual understanding. OpenAI, 
the developer behind ChatGPT and DALL·E 2, 
pioneered the use of Aesthetic Quality Compari-
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son, training a model to predict human aesthetic 
judgements using video data. This approach 
allows DALL·E 2 to craft art consistent with 
human perception, though it operates differently 
from human perception itself.

Listed below are a few interesting examples that 
gained traction during the past months:

• ChatGPT, from OpenAI and backed by Micro-
soft, leads in generative AI. Its latest version, 
GPT-4, is known for human-like responses 
and boasts improved AI capabilities. Micro-
soft’s substantial investment in it and its 
integration into Bing highlight its growing 
importance.

• DALL.E, from OpenAI, leverages GPT imple-
mentation to connect words to visual ele-
ments, generating images from user prompts 
and showcasing its multimodal capabilities.

• Google Bard, inspired by Microsoft’s use of 
GPT in Bing, offers a chatbot interface. Ini-
tially flawed, it improved with PaLM 2, provid-
ing better visual responses.

• Midjourney, a top generative AI, swiftly gener-
ates high-quality images from text prompts, 
making it preferred alongside DALL.E for its 
accessibility.

While chatbots like the above have quickly risen 
in popularity, generative AI is also used in differ-
ent areas and sectors. 

Image generation and manipulation
Generative AI commonly generates images from 
text prompts, allowing users to describe their 
desired image. The AI interprets these prompts 
to produce realistic images that are customis-
able in subjects, styles and settings. This inter-
action creates diverse visual content, aiding 
creative expression and design across domains.

These types of generative AI include, amongst 
others, functionalities such as semantic image-
to-image translation, image completion, image 
super-resolution and image manipulation.

Software and coding
Generative AI is already affecting software devel-
opment and coding, boosting productivity and 
code quality. This rapidly evolving field holds 
vast potential to inspire new avenues of software 
innovation while improving efficiency.

A key application in software development is 
code generation, which extends to code com-
pletion, automated testing and enabling natural 
language interfaces. This enables developers to 
interact with software systems using human lan-
guage instead of programming languages.

Video creation
Generative AI streamlines video production with 
novel features, automating tasks such as video 
compositions, animations and special effects. 
These tools create high-quality video content 
from scratch, enhancing resolution, manipula-
tion and overall completion.

Such functionalities entail video style transfers 
and video predictions.

Audio generation
Generative AI is also used to create audio. Audio 
generation can be categorised as follows:

• Text-to-speech generators: AI creating 
realistic speech audio from a user’s textual 
prompts. 

• Creating music: AI generating complete audio 
for novel pieces of music by learning the 
styles and patterns of the music inputs.

• Speech-to-speech conversions: AI creating 
new speech or voices via existing audio files.
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Text generation and summarisation
Certain AI models are trained on large datasets 
to generate up-to-date and authentic content. 
Some of the most common use cases of genera-
tive AI applications used for text generation and 
summarisation are listed below:

• Content creation: Generative AI models assist 
in various writing activities. Applications like 
these expedite writing by generating ideas, 
quotes and content outlines.

• Language translation: Text analysis and trans-
lation from one language to another.

• Virtual assistants and chatbots: Generative AI 
fuels chatbots and virtual assistants, generat-
ing natural responses in real-time conversa-
tions. ChatGPT exemplifies this, enhancing 
user engagement and offering personalised 
assistance for businesses.

• Content aggregation: Generative AI tools can 
automatically summarise bulk texts to help 
users understand them better.

• Automatic report generation: In business 
environments, the summarisation of large 
datasets into understandable reports could 
provide users with an advantage. Generative 
AI analysis may lead to identifying patterns 
and highlighting insights.

Legal Implications
Data privacy
Generative AI systems are fed with training data 
and learn to generate statistically probable out-
puts that have similar characteristics. It is there-
fore clear that ΑΙ enables the collection and 
use of large amounts of data, both personal, ie, 
information relating to an identified or identifi-
able individual, and non-personal; data feeds AI 
systems and AI systems generate more data. 

The fact that the effectiveness and fairness of AI 
tools depend on the quality and quantity of data 

puts individuals’ fundamental right to protec-
tion of personal data and private life in jeopardy. 
Inclusion of personal data in training sets poses 
privacy and other risks to individuals, including, 
inter alia, that information in training data could 
foreseeably be produced as part of a generative 
AI system’s output. In the absence of a more 
specific regulatory framework at European level, 
the General Data Protection Regulation (GDPR) 
is called upon to address and regulate key 
aspects of the functioning of AI as far as the 
processing of personal data is concerned. 

The overriding issue that emerges is the applica-
bility of some principles governing the process-
ing of personal data, which is highly impacted by 
generative AI systems. In particular, the following 
issues arise with regard to such principles:

Transparency
The principle of transparency is fundamental to 
the protection of personal data. Transparency is 
primarily achieved by providing individuals with 
the necessary information regarding the pro-
cessing of their personal data, whether collected 
directly by the individuals themselves or by third 
parties. In their privacy notices, organisations 
must inform individuals that their personal data 
may be used to train and test a generative AI 
system as well as about the purpose for which 
their personal data are processed, explain the 
logic behind AI-powered automated decisions, 
and highlight risks for the individuals.

Purpose limitation 
Personal data must be collected for specified, 
explicit and legitimate purposes and not fur-
ther processed in a manner that is incompat-
ible with those purposes or beyond the affected 
individuals’ reasonable expectations. During the 
development and deployment life-cycle of an AI 
system, organisations should carefully evaluate 
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the compatibility with the purpose for which the 
personal data used in its development were col-
lected.

Data minimisation
Personal data must be adequate, relevant and 
limited to what is necessary in relation to the pur-
poses for which they are processed. While vast 
amounts of data are required to train generative 
AI systems to achieve their full potential, devel-
opers, providers and deployers of generative 
AI systems should limit the collection, use and 
further processing of personal data only to what 
is necessary to fulfil the legitimate identified pur-
poses. Therefore, personal data must only be 
used as training data if required to achieve the 
legitimate identified purposes of the generative 
AI system, while the use of anonymisation or 
pseudonymisation techniques should be taken 
into consideration.

Accuracy
Pursuant to Article 5 of the GDPR, personal data 
must be accurate and, where necessary, kept up 
to date; every reasonable step must be taken to 
ensure that personal data that are inaccurate, 
having regard to the purposes for which they 
are processed, are erased or rectified without 
delay. It is obvious that the accuracy of the out-
put of generative AI systems highly depends on 
the accuracy of training data. Therefore, genera-
tive AI systems must rely on accurate, reliable 
and representative data. False or inaccurate 
personal data must be excluded from training 
data. But even when trained with representa-
tive high-quality data, the output generated by 
generative AI systems may contain inaccurate or 
false information including personal data lead-
ing to hallucinations, in which a tool confidently 
asserts that a falsehood is real. To mitigate the 
risks posed by the potential lack of accuracy of 
generative AI systems, it is important that it must 

be indicated when there is uncertainty regarding 
generative AI responses so individuals have the 
chance to validate the output, eg, by citing the 
sources on which the output is based and using 
technical safeguards.

Privacy by design and by default 
Rapid technological change poses new risks to 
data protection. Some of the unique characteris-
tics of AI render compliance with data protection 
laws more challenging in comparison with more 
“traditional” IT systems. In line with the privacy 
by design and by default principle, organisations 
should conduct a data protection impact assess-
ment to identify, assess and address the risks 
posed by generative AI systems at every stage 
of their life-cycle. The state-of-the-art security 
measures designed to implement data protec-
tion principles must be implemented in an effec-
tive manner, and security safeguards should be 
integrated into the processing in order to meet 
the requirements of the GDPR and protect the 
rights of individuals.

Biased or inaccurate information
Bias can occur in various stages of an AI sys-
tem life-cycle. AI systems are based on machine 
learning data-driven techniques, so the primary 
source of bias is data collection. If generative AI 
systems are trained with data which may not be 
diverse or representative and/or reflect discrimi-
nation, they may generate outputs which have 
discriminatory effects on individuals based on 
their gender, race, age, health, religion, disability, 
sexual orientation or other characteristics. Fur-
thermore, if training data is not balanced or the 
system architecture is not designed to handle 
diverse inputs, the generative AI system may 
produce biased outputs. In addition, bias may 
be introduced if the generative AI system is not 
tested with diverse inputs or monitored for bias 
after deployment.
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Apart from the above, inadequate or biased 
training data and incorrect model assumptions 
may lead generative AI systems to generate 
responses which contain false or misleading 
information presented as facts, the so-called 
“hallucinations”. AI hallucinations may have 
various significant consequences/liabilities for 
organisations and/or persons using incorrect 
output from generative AI systems. For example, 
such an organisation or user could potentially 
suffer reputational damage or even charges of 
libel as well as negligence claims if they have 
used generative AI to provide advice.

Mitigation of AI hallucinations
The best way to mitigate the impact of AI hallu-
cinations is to stop them before they happen. It 
must be ensured that generative AI systems are 
trained on diverse, balanced, well-structured and 
high-quality data from reliable sources. Data-
sets must be transparent to make AI outcomes 
understandable and traceable. Also, organisa-
tions should establish the AI system’s responsi-
bilities and limitations; this will help the system 
complete tasks more effectively and minimise 
irrelevant, hallucinatory outputs. Finally, the gen-
erative AI system must be tested and evaluated 
thoroughly before use and on an ongoing basis 
as it evolves and improves. 

In any case, human oversight must be estab-
lished to mitigate the risks of AI hallucinations. 
As a final measure for the prevention of hallu-
cination, a human being should review, filter, 
correct and validate generative AI outputs. Out-
puts generated by generative AI systems must 
be verified against a credible source. Human 
reviewers may also provide relevant expertise 
and increase the accuracy and safety of AI sys-
tems, upholding human values.

The Draft EU AI Act
The European Commission, proposing the first-
ever legal framework on AI (“Draft EU AI Act”), 
which is expected to be adopted soon, attempts 
to address the challenges posed by AI follow-
ing a proportionate risk-based approach. Pur-
suant to the Draft EU AI Act, AI systems will 
have to meet data transparency obligations. 
AI system providers will have to ensure that AI 
systems intended to interact with individuals 
are designed and developed in such a way that 
individuals are informed that they are interacting 
with an AI system unless this is obvious from 
the circumstances and the context of use. In 
addition, users of an AI system that generates 
or manipulates image, audio or video content 
that appreciably resembles existing persons, 
objects, places or other entities or events and 
would falsely appear to a person to be authen-
tic or truthful (“deepfake”) will have to disclose 
that the content has been artificially generated 
or manipulated. As far as high-risk AI systems 
are concerned, they are faced with much stricter 
transparency obligations as well as the require-
ment for appropriate human oversight.

Intellectual property
Generative AI applications pose a new challenge 
to current intellectual property laws due to their 
capability to independently produce original con-
tent. Different levels of AI involvement in content 
creation are described in academia. For instance, 
“AI-assisted work” implies that a natural person, 
not AI, is functionally considered the author of 
the work, while “AI-generated” indicates that no 
natural person qualifies as the author.

A significant concern revolves around attribut-
ing ownership to AI-generated works. Tradition-
al copyright laws designate human creators as 
owners, but determining authorship becomes 
unclear with generative AI. This ambiguity may 
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trigger disputes over intellectual property rights, 
as multiple parties could claim ownership of 
AI-generated content. High-profile lawsuits by 
content creators, such as the New York Times 
and Getty Images, against generative AI devel-
opers in the US and EU have escalated these 
concerns.

The discourse on this issue appears twofold, as 
legal theorists focus on both stages: the algo-
rithm’s training and the generation of outcomes.

Training of the algorithm
The primary copyright concern regarding AI train-
ing revolves around the possibility that training 
datasets might contain copyrighted text or mate-
rials. Lawfully reproducing or using these materi-
als in the training process requires permission 
from rights holders or specific legal provisions 
allowing their use in training language models.

Training generative AI algorithms, such as lan-
guage models (LLMs), encompasses large-scale 
datasets and numerous potential rights holders, 
making it highly challenging to seek all the rights 
holders and obtain explicit licences. 

On the one hand, it has been argued the use of 
training datasets could be lawful by applying the 
text and data mining (TDM) exception provided 
by Directive 2019/790 to train language mod-
els (LLMs). Based on the definition of TDM as 
“any automated analytical technique aimed at 
analysing text and data in digital form to gener-
ate information, including patterns, trends, and 
correlations”, such activities could fall within this 
definition.

On the other hand, Article 4(2) of this Directive 
dictates that reproductions and extractions of 
content, such as described above, may only be 
retained for as long as is necessary for the pur-

poses of text and data mining. This could result 
in the obligation of the trainers of LLMs to delete 
copyrighted content as soon as the training of 
the algorithm is concluded.

Output generation
The discussion on output generation includes 
not only the potential infringement of materials 
used during the training of LLMs by the outputs 
produced but also the possibility of legally pro-
tecting such outputs via copyright or patent leg-
islation. 

In a nutshell, the output generated by a genera-
tive AI application could lead to two main out-
comes:

• infringing intellectual property rights of works 
used for the training of the algorithm;

• autonomous creations, legally separate from 
the pre-existing materials.

A generative AI output could potentially infringe 
on legal rights in two primary ways. Firstly, if the 
output closely resembles legally protected ele-
ments of pre-existing materials, and secondly, 
if the output incorporates protected aspects 
of pre-existing materials through unauthorised 
adaptations or modifications, it would likely 
be considered a derivative creation. Another 
important aspect of this intriguing problem is 
that the CJEU has recently determined in You-
Tube v Cyando (Joined Cases C-682/18 and 
C-683/18) that if platforms fail to comply with 
any of three distinct duties of care, they will be 
directly accountable for violations of the right to 
communicate a work publicly.

Regarding the outcome’s protection, the Euro-
pean Parliament emphasises that existing intel-
lectual property legislation still applies when the 
creative outcome primarily stems from human 
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intellectual activity, albeit with assistance from 
an AI system. The CJEU, as demonstrated in the 
Painer case (Case C-145/10), confirms that cop-
yright-protected works can indeed be created 
with the aid of a machine or device. According to 
CJEU case law, predominant human intellectual 
activity is evident when a human creator utilising 
generative AI exercises free and creative choices 
during the conception, execution and/or editing 
phases of the work.

Similarly, a broader interpretation of the inven-
tive step requirement may be warranted when 
considering patent protection for inventive out-
comes produced with generative AI support. 
This interpretation would focus on non-obvious-
ness to a person skilled in the art, assisted by AI, 
ie, an AI-aided human expert, as many scholars 
have pinpointed.

Conclusion
Generative AI holds immense promise for inno-
vation and creativity, yet its proliferation under-
scores the pressing need for robust legal and 
ethical frameworks. Intellectual property rights 
face new complexities as AI-generated content 
blurs the lines of ownership and authorship. 
Moreover, concerns regarding data privacy and 
algorithmic biases demand careful considera-
tion in the development and deployment of gen-
erative models. As society grapples with these 
challenges, collaborative efforts between poli-
cymakers, technologists and legal experts are 
paramount. By fostering dialogue and cultivat-
ing responsible practices, we can harness the 
transformative potential of generative AI while 
mitigating its risks. Ultimately, navigating the 
evolving landscape of generative AI requires a 
balanced approach that fosters innovation, safe-
guards ethical principles, and upholds the rights 
and dignity of individuals.
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